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Abstract—Unsupervised efficient domain adaptive retrieval
aims to transfer knowledge from a labeled source domain to an
unlabeled target domain, while maintaining low storage cost and
high retrieval efficiency. However, existing methods typically fail
to address potential noise in the target domain, and directly align
high-level features across domains, thus resulting in suboptimal
retrieval performance. To address these challenges, we propose
a novel Cross-Domain Diffusion with Progressive Alignment
method (COUPLE). This approach revisits unsupervised efficient
domain adaptive retrieval from a graph diffusion perspective,
simulating cross-domain adaptation dynamics to achieve a stable
target domain adaptation process. First, we construct a cross-
domain relationship graph and leverage noise-robust graph flow
diffusion to simulate the transfer dynamics from the source
domain to the target domain, identifying lower noise clusters.
We then leverage the graph diffusion results for discriminative
hash code learning, effectively learning from the target domain
while reducing the negative impact of noise. Furthermore, we
employ a hierarchical Mixup operation for progressive domain
alignment, which is performed along the cross-domain random
walk paths. Utilizing target domain discriminative hash learning
and progressive domain alignment, COUPLE enables effective
domain adaptive hash learning. Extensive experiments demon-
strate COUPLE’s effectiveness on competitive benchmarks.

Index Terms—Image retrieval, deep hashing, unsupervised
domain adaptation.

I. INTRODUCTION

APPROXIMATE nearest neighbor (ANN) [1], [2] search,
which aims to efficiently find data samples in a dataset
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that are close to a given query sample within an acceptable
margin of error, has garnered significant attention due to its
wide range of applications, e.g., image retrieval [3], [4], search
engines [5], recommender system [6] and retrieval-augmented
generation (RAG) [7], [8]. Hash-based ANN retrieval [9],
[10], [11], [12], [13] offers higher efficiency and lower stor-
age costs by replacing computationally expensive pairwise
distance calculations with bit-wise XOR and bit-counting
operations [14]. As data and knowledge scale up, the field has
gained growing interest from the research community. With the
development of deep learning techniques, deep hashing is pro-
posed to map high-level features to compact hash codes while
preserving semantic similarity [15]. Existing deep hash learn-
ing techniques include supervised methods [16], [17], [18],
[19] and unsupervised methods [20], [21], [22], [23], [24],
[25]. Supervised hashing methods leverage label information
to integrate deep hash learning into representation learning,
usually achieving superior retrieval performance compared
to unsupervised hashing methods. These supervised methods
can generate highly discriminative hash codes, leading to
encouraging results in efficient information retrieval.

However, supervised methods typically assume that the
training and query data follow the same distribution, which
may not hold in real-world scenarios. In practice, models often
encounter out-of-distribution (OOD) problems. For instance,
we may wish to retrieve studio-captured product images using
mobile-captured images, or enable cross-retrieval between dif-
ferent generative models (e.g., DALL-E [26], Stable Diffusion
[27]). To address this OOD issue, in this paper, we focus
on unsupervised domain adaptive hashing, aiming to enhance
the performance of a hash retrieval model pre-trained on a
labeled source domain using unlabeled target domain data.
In recent years, domain adaptive hashing methods [28], [29],
[30], [31] have gradually gained attention from researchers,
focusing on addressing the issues of target label scarcity
and large domain discrepancies. To solve data scarcity, exist-
ing methods [28], [32], [33] typically leverage pseudo-label
learning to extract knowledge from unlabeled target domain
data. To solve large domain discrepancies, existing methods
[34], [35], [36] often employ adversarial learning or domain
discrepancy minimization for domain alignment. Both direc-
tions have made notable progress on domain adaptive hashing
retrieval.

Unfortunately, domain adaptive hashing retrieval still faces
two unresolved challenges that hinder further performance
improvements. (1) Noise in the target domain remains
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inadequately addressed. Domain discrepancies can introduce
noise into the target domain, causing the model to become
over-confident about the target samples. This over-confidence
can lead to biased or incorrect outputs, resulting in the
ineffectiveness of self-learning techniques like pseudo-label
learning [37]. The resulting performance decline introduces
more biased outputs, creating a positive feedback loop between
noisy outputs and model overconfidence. This cycle sig-
nificantly hinders effective knowledge mining in the target
domain. (2) Domain discrepancies are not yet effectively
eliminated. Existing methods [29], [30], [31] typically perform
domain discrepancy minimization or adversarial learning on
all source and target samples in the semantic-rich high-level
feature space. However, real-world domain differences are
hierarchical, encompassing both high-level disparities (e.g.,
semantic aspects) and low-level variations (e.g., image style
differences). Consequently, attempting to eliminate domain
discrepancies solely in high-level spaces hinders effective
domain alignment during domain adaptive retrieval.

To address the above challenges, we introduce a Cross-
Domain Diffusion with Progressive Alignment method
(COUPLE) from a graph diffusion perspective. This approach
simulates domain transfer dynamics, employing a divide-and-
conquer strategy. COUPLE prioritizes domain adaptation for
early adopters with lower noise levels. For data with higher
noise, COUPLE utilize hierarchical Mixup for progressive
domain adaptation. This method effectively balances the adap-
tation process across varying noise levels. Specifically, we
first construct a cross-domain relationship graph based on
mutual nearest neighbors between source and target domain
samples. Then, we perform cross-domain graph flow diffu-
sion to detect early adopters, which are less affected by
the model’s overconfident and biased predictions, exhibiting
lower noise levels. COUPLE could effectively identifies sub-
cliques with better connectivity and higher confidence within
the target domain. We theoretically prove the robustness of
our method against target domain noise (see Section III-B).
We prioritize these early adopters due to their lower noise
levels, utilizing cross-domain discriminative learning to extract
knowledge from the target domain. To maximize the utility
of target domain data, we implement a progressive Mixup
mechanism and consistency learning for higher-noise data.
Specifically, to address the limitations of direct high-level
feature alignment, we introduce a hierarchical Mixup mecha-
nism based on the cross-domain relationship graph, facilitating
progressive domain alignment. This progressive Mixup effec-
tively reduces the learning difficulty of domain alignment.
By integrating these processes, our method enables effective
progressive domain adaptation hashing. We conduct exten-
sive comparisons with various state-of-the-art methods on a
series of benchmarks, demonstrating the effectiveness of our
approach. The contributions of our work can be highlighted as
follows:
• New Perspective. We study unsupervised domain adap-

tation hashing from a graph diffusion perspective for
efficient cross-domain retrieval. To the best of our knowl-
edge, this is the first attempt to employ graph diffusion
in domain adaptation tasks.

• New Method. We propose a new method COUPLE for
domain adaptive retrieval. COUPLE achieves noise-robust
target domain discriminative learning and progressive
cross-domain alignment through neighborhood relation-
ship graphs and graph flow diffusion.

• Sate-of-the-art Performance. Comprehensive experi-
ments on benchmark datasets demonstrate that our
COUPLE achieves more effective hashing learning and
retrieval capabilities compared to the state-of-the-art base-
lines.

The remainder of this paper is structured as follows. Sec-
tion II reviews relevant research advancements. Section III
introduces the research problem and proposed COUPLE.
Section IV presents experimental analysis and discussion of
COUPLE. Finally, Section V concludes the paper.

II. RELATED WORK

A. Deep Hashing

Deep hashing has enabled efficient information retrieval
[38], [39], [40], with applications in cross-modal retrieval
[17], [41], [42], [43], [44], [45], [46]. Recent advances have
demonstrated its effectiveness in hierarchical consensus learn-
ing [47] and zero-shot sketch-based retrieval scenarios [48].
These methods significantly reduce storage and computational
requirements. Existing approaches include supervised methods
[17], [18], [19] and unsupervised methods [20], [21], [22],
[23], [24], [25], with the former utilizing label information,
and the latter employing self-supervised learning and semantic
structure similarity reconstruction. Supervised methods, thanks
to the rich label information, exhibit superior performance to
other baselines, generally being categorized into similarity-
based or label-based methods. Similarity-based supervised
methods [39], [49] utilize pairwise loss and ranking loss, while
label-based supervised [33] methods enhance hash codes using
classification loss and map them to Hamming space using
Hadamard matrices or Bernoulli distributions. Despite remark-
able progress on standard benchmarks, potential distribution
shifts from source to target domain in real-world applications
can significantly impact the retrieval accuracy. Therefore, this
paper investigates domain-adaptive deep hashing to address
such practical challenges faced in real-world scenarios.

B. Unsupervised Domain Adaptation

Unsupervised domain adaptation (UDA) is a crucial
research topic for practical applications [50], [51], aiming to
transfer knowledge from a labeled source domain to an unla-
beled target domain [52], [53], [54] under the OOD problem.
Existing methods include domain alignment, discriminative
learning, and adversarial learning approaches. Domain align-
ment methods [55], [56] typically measure and minimize the
discrepancy between domains using metrics such as Wasser-
stein distance. Discriminative learning methods [57], [58]
often employ pseudo-labeling [37] and consistency learning to
leverage unlabeled target data for model adaptation. Adversar-
ial learning-based methods [59], utilize domain discriminators
and gradient reversal layers for knowledge transfer. Despite
the success of UDA methods, most of these approaches focus
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Fig. 1. Overview of COUPLE. Our objective is to learn domain-adaptive hash codes for the target domain. Specifically, we leverage cross-domain diffusion
to simulate the transfer dynamics and explore the target domain robustly. Furthermore, we perform hierarchical Mixup learning along cross-domain random
walk paths to achieve progressive domain alignment.

on tasks like image classification and segmentation. In this
paper, we focus on applying UDA to efficient data retrieval and
explore target domain data from a graph diffusion perspective.
To the best of our knowledge, we are the first to utilize graph
diffusion methods to simulate domain adaptation dynamics and
achieve noise-robust target domain mining.

C. Domain Adaptive Hashing

Domain adaptive hashing [9], [10], [13] has recently gained
attention for its ability to leverage source domain data
and enable cross-domain information retrieval [60]. Early
works focused on single-domain retrieval tasks. DAH [32]
employs pairwise loss and maximum mean discrepancy to
reduce domain disparity. DeDAHA [34] introduces adversarial
learning for domain alignment. DAPH [29] achieves cross-
domain retrieval by minimizing domain differences. DHLing
[28] utilizes memory bank operation for better representation
generation. Zhang et al. [61] propose dynamic confidence
sampling and label semantic guidance to enhance domain
adaptation. PEACE [33] and IDEA [31] are recently pro-
posed methods, which obtain domain-invariant hash codes for
effective cross-domain retrieval. In this paper, we introduce
COUPLE, achieving state-of-the-art performance in domain
adaptive retrieval. Different with existing methods, COUPLE
is the pioneer in simulating domain adaptation dynamics and
using a divide-and-conquer strategy to combat potential noise
in the target domain. For samples with higher noise levels
that are challenging to mining, we utilize a hierarchical Mixup
mechanism for progressive domain alignment.

III. METHODOLOGY

A. Preliminaries and Overview

1) Problem Definition: The proposed deep hash learning
framework addresses the domain shift problem between a
labeled source domain Ds = {(xs

i , y
s
i )}Ns

i=1 with Ns samples
and an unlabeled target domain Dt = {(xt

j)}
Nt
j=1 with Nt

samples, where both domains share the same label space

Y = {1, 2, · · · ,C}. The objective of domain adaptive hasing
retrieval is to learn a deep hash model H that extracts binary
codes b ∈ {−1, 1}L of length L from input images x. The
similarity between two images is measured by the Hamming
distance between their hash codes, defined as dH(bi, b j) =
1
2 (L − bT

i b j). The retrieval system ensures that similar images
have appropriate binary codes in the Hamming space and
validates its effectiveness in both single-domain and cross-
domain scenarios.

2) Framework Overview: This work proposes a new
efficient adaptive retrieval approach named COUPLE. The
framework is shown in Figure 1. Our COUPLE encodes the
visual features and then maps latent features to a hash code b,
with a length of L, using an MLP φ(·). Following the previous
works, the feature extractor is derived from a visual backbone
network by replacing the final projection layer. In formula, we
have:

f = F(x) , b = sign (φ ( f )) , (1)

where f denotes the latent feature, F(·) represents the visual
encoder to encode the input image x, sign(·) is the sign func-
tion and b is the target hash codes. Our COUPLE incorporates
two key components:
• Domain Diffusion-based Discriminative Learning,

which simulates the cross-domain transfer dynamics (Sec-
tion III-B) and identifies reliable samples for noise-robust
discriminative hash learning (Section III-C). We also
prove the robustness of our method under target noise
theoretically.

• Progressive Mixup for Domain Alignment, which
includes intra-cluster neighbors Mixup and inter-cluster
path-based Mixup (Section III-D). This facilitates effec-
tive hierarchical cross-domain alignment, and the learning
of comprehensive hash codes.

B. Cross-Domain Graph Diffusion

The domain discrepancy leads models trend to over-
confident and biased prediction, which introduces noise in the
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target domain. Specifically, this noise manifests as incorrect
pseudo-labels for target domain samples, a common challenge
in unsupervised domain adaptation that significantly impacts
model performance. Previous methods did not adequately
address this problem. Our COUPLE explores cross-domain
data relationships from a graph perspective, then simulates
cross-domain transfer dynamics and uncovers the intrinsic
patterns within cross-domain data samples.

1) Cross-Domain Relationship Graph Construction: To
begin with, we model the relationship graph between source
and target domain data using the Mutual Nearest Neigh-
bor (MNN) graph [62]. Here we connect similarity-based
neighbors to bridge the source and target domains coarsely.
Following common practice, we select samples that are mutual
k-nearest neighbors, where k = 3 as previous methods [62].
However, it is worth noting that similarity-based nearest neigh-
bors only provide noisy cross-domain relationships.

The construction of cross-domain relationship graph need
the consideration of the following situations. For cross-domain
data, we retrieve the nearest neighbors of each target domain
sample xs

i in the source domain as N s. Simultaneously, we
perform the same operation for each source domain sample
xt

j and obtain N t in the target domain. If xs
i and xt

j are
mutual nearest neighbors, i.e., xs

i ∈ Nt(xt
j) and xt

j ∈ Ns(xs
i ),

an edge is established between them, indicating an MNN
pair. For intra-source domain data, since we have access to
their ground-truth labels, instances with the same label are
considered MNN pairs. For intra-target domain data, due to
the lack of ground-truth labels, we follow the same approach as
for cross-domain data. This process yields an undirected graph
G = (V , E ,W), where the node set V = Ds ∪Dt, the edge set
E =

n
{i, j} | xs

i ∈ Nt(xt
j), xt

j ∈ Ns(xs
i )
o

consists of all MNN
pairs, and the graph is weighted by W by the similarity of
samples. The MNN graph effectively models the cross-domain
relationships, which guide the subsequent domain adaptation
process.

2) Graph Flow Diffusion: Building upon the established
relationship graph G, for the first time, we introduce graph
flow diffusion to uncover the intrinsic structure within the
data. The motivation is to simulate the dynamics of the
domain adaptation process and identify more well-connected
communities in the cross-domain relationship graph. Graph
flow diffusion is investigated in local clustering [63], [64].
However, this technique remains unexplored in the context of
domain adaptation dynamics. We use cross-domain diffusion
process to divide samples with different noise level in target
domain, and then conque them with different strategies.

The dynamics of domain adaptation process can be mod-
elled by mass transferring. To begin, we initialize the mass for
the cross-domain data as,

∆ =

(
deg(xi), if xi ∈ Ds ,

0, if xi ∈ Dt ,
(2)

where deg(·) is the degree of each instance in the cross-domain
relationship graph.

Then, we employ the graph flow diffusion process into
cross-domain adaptation. Each node is assigned a flow capac-
ity Ti, set to half the average degree of the relationship

graph. If a node’s flow exceeds its capacity (i.e., ∆i ≥ Ti), it
must distribute the excess flow to its neighbors to satisfy the
constraint. Each node allocates its current flow to its neighbors
proportionally based on the edge weights. The flow diffusion
problem can be summarized in the dual problem as `2-norm
flow diffusion [63],

min
1
2

X
e∈E

f 2

W
s.t. BT f + ∆ ≤ T , (3)

min xT Lx + xT (T − ∆) s.t. x ≥ 0 , (4)

where B is the edge incidence matrix, L = BTWB is the graph
Laplacian matrix, and f is the solution of the flow diffusion
problem. After performing the graph flow diffusion process,
we can obtain the well-connected communities C from the top
γ value of mass value x as,

C = arg max
xi∈Dt

(xi, γ) , (5)

where γ is investigated in Sec IV-D and set default to 50%.
C is the set that we select to have the lower noise level in
the target domain. In the following part, we will give priority
to C for effective adaptive hash learning. Before that, we first
discuss the noise-robustness of our COUPLE.

3) Discussion on the Noise-Robustness: In this part, we
discuss the noise-robustness of COUPLE in the cross-domain
modeling scenario. Due to the discrepancy across domains,
the model’s prediction for the target domain may turn to over-
confidence and bias, resulting in potential noise in the target
domain. Cross-domain graph flow diffusion aims to identify
more reliable confident clusters, considering noise in the target
domain, i.e., making samples within confident clusters exhibit
higher prediction accuracy.

Let T denote the ideal, noise-free target domain set, com-
prising the model’s correct predictions in the target domain.
Conversely, N represents the set of the model’s incorrect
predictions, i.e.,

N = Dt \ T , (6)

which is the noise in the target domain. Moreover, C in Eq. 5
is the low-noise target domain set we recover. Then, we can
calculate the noise assessment accuracy by:

a1 :=
|T ∩ C|
|T |

, a0 :=
|N \ C|
|N |

. (7)

Subsequently, the performance of cross-domain diffusion pro-
cess can be assessed by the F1 score as,

ACC (C) =
2|T |

2|T |+ |C \ T |+ |T \ C|
. (8)

To characterize each sample’s status within the cross-domain
relationship graph, we introduce a structural score α. This
score is defined as the ratio of the expected connections to
the noise-free set T , divided by the expected connections to
the noisy set N . In formula,

α :=

P
k∈N ( j)∩T w jkP

k∈N ( j) w jk
, (9)

where w j,k is for the edge weight of W . A smaller α j indicates
that the sample j has more connections leading to unconfident
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samples, while a larger α j suggests that the sample j has more
connections to the confident clusters.

Since the problem can be summarized into the `2-norm flow
diffusion problem. In our cross-domain adaptation scenario,
since the common knowledge is shared between domains, we
have a0 ≥ 1/2 and a1 ≥ 1/2, which satisfy the condition that:

a0 ≥ 1−

0@vuut P
k∈N ( j)∩T w jk

α
+2a1−1

!
a1−a1

1Aα+ok(1).

(10)

Then we have the following Theorem,
Theorem 1: With a0 and a1 have lower bounded, we have

the lower bound of ACC (C) for each target data sample that:

ACC (C)

≥

�
1 +

(1 − a1)
2

+
(1 − a0)

2α
+

(1 − a0)2

2a1α2

�−1

− ok (1) , (11)

where ok(1) indicates that the term is a constant.
From the Theorem 1, we can make the following obser-

vation. Firstly, the quality of domain adaptation dynamics
simulation is contingent upon the noise level. When the noise
level in the target domain increases (i.e., α increases), the
quality of the obtained low-noise set ACC(C) could decrease.
Correspondingly, the higher values of a0 and a1 represent a
better ACC(C). More significantly, the quality of the low-noise
set is guaranteed. When α is a constant (i.e., α = Ωn(1)), the
ACC(C) is lower-bounded by a constant, even if the target
accuracy is very low (a0 → 1/2). This demonstrates the
robustness of our method in identifying a reliable target set
under noisy conditions. In conclusion, our graph flow diffu-
sion method effectively leverages a non-parametric approach
to model domain transfer dynamics, identifying a set with
better connectivity throughout the process, and maintaining
a superior confident set in the noisy target domain.

4) Deep Understanding of Graph Flow Diffusion: Our
flow diffusion approach is non-trivial for cross-domain hash
retrieval. Beyond being the first to combine graph diffusion
with cross-domain problems, we leverage diffusion to simulate
and stabilize the adaptation process. This requires careful
modeling of cross-domain relationships and dynamics rather
than simple application of existing techniques.

C. Discriminative Hash Learning

In Section III-B, we employ graph diffusion for domain-
adaptive dynamics simulation and identify early adopter data
with lower noise levels. In this section, we leverage these low-
noise data to conduct cross-domain discriminative learning.
This process is conducted in the source domain and the target
domain.

1) Source Domain Hashing Learning: For source domain
samples Ds, we directly use their true labels as supervision.
These labels inherently represent explicit semantic informa-
tion, effectively guiding the learning of discriminative hash
codes. Specifically, an MLP φ(·) is employed to map the latent
variables to the Hamming space:

b = sign(φ( f )) ∈ {−1, 1}L . (12)

The labels are projected into the Hamming space by,

zyi = sign(φ(yi)) ∈ {−1, 1}L . (13)

The label information and cross-entropy loss are then used for
optimization:

Ls = −

NsX
i=1

log

 
exp

�
zT

yi
bi
�PC

c=1 exp
�
zT

c bi
�! . (14)

As sign(·) is non-differentiable at zero and has zero gradients
for all other inputs, tanh(·) is used to approximate sign(·)
during the training process.

After sufficient training, it is possible to map from the label
space to the Hamming space. Discriminative encodings are
obtained by enforcing label embeddings to be discriminative
and maximizing inter-class distances. To this end, the margin
loss penalizes positively correlated label embedding pairs.

2) Target Domain Hashing Learning: The labels are
unavailable for the target domain. Therefore, we turn to
pseudo-labels based on previously constructed cross-domain
relation graphs. Specifically, we use the reliable cluster C
extracted in Section III-B. Samples in C are composed of
high-flow nodes from the cross-domain graph diffusion, rep-
resenting well-connected regions in the graph. The lower
noise set C contains data samples from both the source
and target domains. Subsequently, we conduct intra-cluster
discriminative learning via pseudo-label learning within the
target confidence set C. The target domain pseudo-label ŷt

j is
generated by,

ŷt
j = arg max bt

j zc , (15)

where bt
j is the hash code of image input xt

j, and zc is the
prediction of the category c.

Then, we employ consistency learning for source and target
samples within the same mini-batch. Specifically, let Π( j) be
the set of source samples holding the same label as xt

j. The
consistency learning object is written as,

Lt = −E j∈Bt
1
|Π( j)|

X
k∈Π( j)

log

 
exp

�
bT

i bk
�P

i∈Bs exp
�
bs

i
T bs

k

�! , (16)

where Bt represents a mini-batch sampled from the target
domain. We jointly supervise the hash model by the labeled
source domain data as well as the pseudo-labeled target
domain samples. The overall discriminative learning objective
is optimized for both source and target domains (Eq. 14 and
Eq. 16), i.e.,

Ldis = Ls + Lt . (17)

Through discriminative hash learning, we can leverage label
and pseudo-label information to enable hash codes to effec-
tively reconstruct the high-level semantics of images, thereby
achieving effective image retrieval. Furthermore, discrimi-
native hash learning, combined with knowledge from both
domains, allows hash codes to encode cross-domain informa-
tion effectively.
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Fig. 2. Hierarchical Mixup. Low-level Mixup is for cross-domain pixel-
level alignment, and high-level Mixup is to capture cross-domain semantic
information. They contribute to the comprehensive adaptive hash codes under
the different level domain shifts.

D. Progressive Alignment With Cross-Domain Mixup

The techniques described in Section III-C focus on gen-
erating discriminative hash codes. However, directly learning
high-level hash codes for cross-domain data can be challenging
to optimize. To address this, we design a hierarchical Mixup
operation on cross-domain Mixup pairs, facilitating progres-
sive cross-domain alignment, as illustrated in Figure 2. We
first outline the motivation behind our cross-domain Mixup
mechanism. Next, we introduce Mixup pairs, explaining how
to select the data for progressive domain alignment. Then, we
detail our hierarchical Mixup operation. Finally, we present
the optimization approach for this module.

1) Motivation: Domain discrepancies in real-world scenar-
ios are often hierarchical and substantial. When the domain
shift is too large, direct alignment methods may fail to bridge
the gap effectively, necessitating a more gradual adaptation
approach. Additionally, domain shifts occur at multiple levels
(e.g., pixel-level appearance and semantic-level concepts),
requiring a comprehensive alignment strategy that can han-
dle these different aspects simultaneously. The hierarchical
domain shits are in both semantic-level and pixel-level. Exist-
ing methods frequently these hierarchical domain shifts, using
direct domain alignment and thus complicating the learning
process. We propose to address this challenge in two-fold.
First, we introduce hierarchical Mixup to tackle multi-level
domain discrepancies. Second, we employ progressive domain
alignment along cross-domain random walk path on previously
constructed cross-domain relation graph in Section III-B. This
section aims to reduce the domain alignment difficulty.

2) Mixup Pairs: The Mixup operation typically requires
pairwise data. In our COUPLE, we leverage the cross-domain
relationship graph and cross-domain flow diffusion to extract
cross-domain relationships.

We sample the cross-domain pairwise data from the random
walk across Ds and C. The Mixup pair set P is:

P = {x0, · · · , xk}, x0 ∈ Ds, xk ∈ C , (18)

where the random walk step k is investigated in Sec. IV-D and
set default to 5. The transition probabilities are sampled from

the distribution of edge weights as:

P (xi | xi−1) =
w(xi,xi−1)P

x∈N (xi−1) w(xi,x) . (19)

This represents the evolutionary process between two semantic
clusters. By utilizing the neighbor pairs along the path, we
construct a progressive cross-domain alignment process.

3) Hierarchical Mixup: Mixup pairs P represent regions
with significant semantic variations. Learning from these pairs
is often challenging and difficult to optimize due to their sharp
dissimilarities. Moreover, an effective hash encoding should
consider high-level semantic information and low-level pixel
information. Inspired by this, we propose a hierarchical Mixup
operation (Figure 2) tailored for hash encoding, which operates
from both low and high levels.

For low-level Mixup, we perform pixel-wise Mixup on
images. In the cross-domain MNN graph established in Sec-
tion III-B, edge weights represent the similarity between
samples. Since the source domain samples are trustworthy, we
can leverage the edge weights in the cross-domain relationship
graph as the coefficients during this process:

xm =
1

1 + w(i, j) xi +
w(i, j)

1 + w(i, j) x j (i, j) ∈ P , (20)

where sample i is from the source domain and sample j is
from the target domain. Simultaneously, to form effective soft
supervision, we mix the labels using the same coefficient, i.e.,

ym =
1

1 + w(i, j) yi +
w(i, j)

1 + w(i, j) ŷ j (i, j) ∈ P , (21)

where w(i, j) denotes the edge weight of i and j in the cross-
domain relationship graph. Then, we conduct pixel level
Mixup for hash learning as:

Lpixel = −
X

(i, j)∈P

log

 
exp

�
zT

mbm
pixel

�PC
c=1 exp

�
zT

c bm
pixel

�! . (22)

where bm
pixel = sign(φ(F(xm))).

Furthermore, in the manifold space (high-level semantic
space), the Mixup operation better represents the combination
of different semantics in the Hamming space. For cross-
domain samples, the combination can help the model gradually
learn the target semantics. First, we perform the Mixup on the
high-level feature as:

f m =
1

1 + w(i, j) f i +
w(i, j)

1 + w(i, j) f j , (23)

where the w(i, j) is also the edge weight on the relationship
graph, while the soft labels are generated as Eq. 21. We employ
the manifold level Mixup as,

Lmani f old = −
X

(i, j)∈P

log

 
exp

�
zT

mbm
mani f old

�PC
c=1 exp

�
zT

c bm
mani f old

�! , (24)

where bm
mani f old = sign(φ( f m)).

Then, we perform the Mixup operation for progressive
domain alignment on intra-cluster and inter-cluster cross-
domain samples P , and in a progressive manner:

Lmix = Lpixel + Lmani f old . (25)
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We learn the intermediate transferred variables by optimiz-
ing Lmix, enabling progressive transfer learning.

4) Deep Understanding of Hierarchical Mixup: The hier-
archical Mixup mechanism is non-trivial in cross-domain
hash retrieval for its dual-granularity design. The pixel-level
Mixup bridges low-level visual differences, while semantic-
level Mixup enables gradual adaptation of high-level concepts.
More importantly, by leveraging the graph structure from
diffusion, the Mixup paths follow meaningful cross-domain
transitions rather than arbitrary mixing. The Mixup and Dif-
fusion modules work synergistically in three aspects: (1)
Diffusion provides reliable target samples for meaningful
Mixup operations, (2) the graph structure guides natural paths
for progressive Mixup (Eq. 18), and (3) while Diffusion han-
dles global structure, Mixup creates local smooth transitions
for effective hierarchical adaptation.

E. Overall Algorithm

In this section, we introduce the overall algorithm of our
proposed method. By designing a cross-domain diffusion
process to simulate adaptation dynamics, we revisit domain
adaptive hashing learning. This approach enables us to divide
and conquer target domain data with varying noise lev-
els, achieving robust target domain adaptation. Specifically,
we construct relationship graphs for the source and target
domains, and then leverage a graph diffusion process to
identify early adaptater data samples in the target domain.
For these samples, we fully exploit the target domain data
via discriminative learning based on pseudo-labels. Simulta-
neously, we design a progressive domain adaptation process
by utilizing the Mixup operation to find cross-domain paths
between data points and progressively transfer across these
random-walk paths via Mixup. Our algorithm is summarized
in Algorithm 1.

Algorithm 1 Optimization of COUPLE
Require: Source domain Ds; Target domain Dt;
Ensure: Optimized model φ(·);

1: Warm up the model φ(·) with Eq. 14;
2: for i = 1, 2, · · · ,T do
3: Conduct cross-domain graph diffusion process as Sec-

tion III-B;
4: Obtain the lower noise-level target set C;
5: Sample Mixup Paris P by Eq. 18;
6: for each batch do
7: Sample Bs,Bt from Ds, C;
8: Pseudo-labels generation using Eq. 15;
9: Calculate Ldis using Eq. 17;

10: Calculate Lmix using Eq. 25;
11: Update parameters in the hash model φ(·);
12: end for
13: end for

IV. EXPERIMENT

A. Experimental Settings

1) Datasets: We conducted experiments on benchmark
datasets, primarily including three datasets:

• Office-Home [32], containing images from four different
domains: Artistic (Ar), Clip Art (Cl), Product (Pr), and
Real-World (Re). We selected two different domains as
the source and target domains. For comparison with
previous works, we performed domain transfer image
retrieval on 6 transfer tasks. They are: Pr→Re, Cl→Re,
Re→Ar, Re→Pr, Re→Cl, Ar→Re.

• Office-31 [65], containing 31 categories with over
4, 000 images from three domains: Amazon (Am), Web-
cam (We), and DSLR (Ds). Office-31 is a standard
domain adaptation dataset, including 6 transfer tasks for
image retrieval. They are: Am→Ds, Am→We, We→Ds,
Ds→Am, We→Am, Ds→We.

• Digits, where we studied transfer learning on the MNIST
[66] and USPS [67] digit datasets, alternating them as
source and target domains, resulting in two transfer tasks
(MNIST→USPS and USPS→MNIST).

• DomainNet [68], a comprehensive cross-domain dataset
across six distinct visual domains, with about 600, 000
images. We focus on four domains: Real (Re), Clipart
(Cl), Painting (Pa), and Sketch (Sk).

2) Compared Baselines: We compare COUPLE with the
state-of-the-art domain adaptive hashing methods, including
unsupervised hashing methods and adaptive hashing method.
The results of these methods are consistent with those reported
in their original papers. The baseline methods are detailed as
follows:

• ITQ [69]: A simple yet effective alternating minimiza-
tion algorithm that can incorporate both supervised and
unsupervised learning processes.

• DSH [70]: A variant of LSH that generates multiple
views of data points using random projections for metric
learning.

• SGH [71]: Aims to compress high-dimensional data in a
bit-wise manner, effective for large-scale semantic simi-
larity learning.

• GraphBit [21]: Mines bit-wise interactions in the contin-
uous space, significantly reducing the expensive search
cost caused by training difficulties in reinforcement
learning.

• GTH-g [60]: Selects the optimal hash mapping for target
data from source data based on the maximum likelihood
estimation principle.

• PWCF [72]: Learns discriminative hash codes via a
Bayesian model and infers similarity structure using his-
togram features.

• DHLing [28]: Optimizes hash codes within a single
domain via learned clustering, then utilizes a memory
bank to reduce domain shift.

• DAPH [29]: Reduces domain discrepancy via domain-
invariant feature projection.

• PEACE [33]: Learn target data semantics using pseudo-
labeling techniques, then minimize domain transfer in
implicit and explicit manners.

• DANCE [73]: Dual-level hash learning, which measures
prototypes of high-level features across domains and is
optimized with constrastive learning.
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TABLE I
CROSS-DOMAIN RETRIEVAL PERFORMANCE (MAP%) COMPARISON ON THE OFFICE-HOME AND OFFICE-31 DATASETS

TABLE II
CROSS-DOMAIN RETRIEVAL PERFORMANCE (MAP%) COMPARISON ON THE MNIST AND USPS DATASETS

• IDEA [31]: Decomposes each visual vector into
causal features representing label information and non-
causal features, generates hash codes using causal
features.

3) Implementation Details: To ensure a fair comparison,
the model config is set following previous methods [28], [31],
[33]. Following previous works, we use VGG-F as the visual
feature encoder for consistent comparison. Specifically, our
hash encoder employs a two-layer MLP model φ(·) to project
the visual feature into the Hamming space. Additionally,
we employ the tanh(·) activation function instead of sign(·).
Our implementation is based on PyTorch, utilizing the Adam
optimizer with a learning rate of 0.001 and a batch size of
32. We set proportion γ to 0.5, random walk length k to 5,
according to the hyper-parameter studies in Sec. IV-D. All
experiments were conducted on an NVIDIA RTX 4090 GPU.

4) Evaluation Metrics: We employ three standard metrics
to evaluate the retrieval performance of our COUPLE: mean
Average Precision (mAP), precision-recall curve, Top-N accu-
racy curve and Top-N recall curve. The mAPs represent the

overall retrieval performance, the precision-recall curves assess
the comprehensive performance of the method, the Top-N
accuracy curves and the Top-N recall curves illustrates the
performance under different retrieval quantities.

B. Performance Comparison

To comprehensively validate the effectiveness of our
proposed COUPLE, we conducted both quantitative and qual-
itative comparisons with current state-of-the-art approaches.

1) Quantitative Performance: Our quantitative experiments
encompassed two main perspectives. First, we evaluated per-
formance on the Office-Home and Office-31 cross-domain
tasks using a fixed 64-bit hash code length, as presented in
Table I. Second, we examined cross-domain performance on
USPS and MNIST datasets across varying hash code lengths,
with results shown in Table II. These comprehensive evalua-
tions provide a robust assessment of our method’s efficacy in
diverse cross-domain retrieval scenarios.

From Table I and II, we observed that our proposed method
significantly outperformed existing state-of-the-art approaches
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TABLE III
ABLATION STUDIES ON THE OFFICE-HOME WITH 64 BIT HASH CODE

Fig. 3. Precision-recall curves with 64 bits hash code on Office-Home and Office-31 datasets.

Fig. 4. Top-N precision curves with 64 bits hash code on Office-Home and Office31 datasets.

in cross-domain retrieval, achieving an average improve-
ment of over 3%. Notably, substantial gains were observed
in challenging subtasks where previous methods struggled,
such as Re→Cl (8.6% improvement) and Pr→Re (4.8%

improvement) in Office-Home, and Am→We (4.9% improve-
ment) and We→Am (2.6% improvement) in Office-31. Similar
improvements were also observed in Table V on the large-
scale DomainNet dataset, where COUPLE achieved an average
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Fig. 5. Top-N recall curves with 64 bits hash code on Office-Home and Office31 datasets.

TABLE IV

RETRIEVAL TIME COST (MS) VARIES WITH CODE LENGTH

TABLE V

CROSS-DOMAIN RETRIEVAL PERFORMANCE (MAP%) COMPARISON ON
THE DOMAINNET DATASET

mAP of 61.26%, surpassing IDEA and PEACE across five
challenging transfer tasks. The relatively lower performance
of early methods like DAPH [29] can be attributed to their
simpler domain adaptation strategies, which may not be as
effective in handling complex domain discrepancies compared
to recent advanced techniques. These improvements can be
attributed to two key factors. On the one hand, our COUPLE
is nosie-rubst in adaptive retrieval, particularly in cases of sig-
nificant domain discrepancies. COUPLE’s carefully designed
progressive domain alignment approach, which adeptly han-
dles hierarchical domain differences for stable target domain
adaptation. Furthermore, our method consistently maintained
its superiority across various hash code lengths, demonstrating
effective utilization of hash code capacity for retrieval. Impor-
tantly, we observed more improvements at lower bit lengths
(i.e., 16, 32) compared to existing methods, which further
shows COUPLE’s efficacy in handling domain discrepancies
and achieving superior retrieval performance.

2) Qualitative Analysis: To gain deeper insights into the
effectiveness of our proposed COUPLE, we compared different
methods using precision-recall curves, Top-N precision curves
and Top-N recall curves, as illustrated in Figure 3, 4 and 5.
The precision-recall curves evaluate the trade-off between
precision and recall across all retrieval thresholds, while the
Top-N precision curves focus on the retrieval accuracy for the
most relevant results that users first encounter. It is evident
that our method consistently outperformed the baselines in
cross-domain retrieval tasks, exhibiting larger areas under
the curves compared to the competing methods. Notably,
COUPLE achieves higher precision at lower recall levels,
which is crucial in real-world scenarios like browsing mobile-
phone galleries and online shopping, where user attention is
limited. Furthermore, our method yields superior precision
and recall rates for the same sample sizes. This demonstrates
its ability to maximize the potential of limited hash codes,
providing accurate retrieval even with smaller sample sets, thus
highlighting its practicality. The qualitative analysis, encom-
passing comparisons from various perspectives, emphasizes
the potential of COUPLE as a promising solution across
diverse application scenarios.

C. Ablation Study

To valid the submodules, we introduced the following
variants of COUPLE: V1, which only uses target domain
pseudo-labeling; V2, which adds cross-domain diffusion based
on V1; V3, which uses pixel-level Mixup and pseudo-labeling;
V4, which combines pixel-level Mixup and cross-domain dif-
fusion; V5, which applies manifold-level Mixup based on V1;
V6, which combines manifold-level Mixup and cross-domain
diffusion; V7, which employs mean teacher for pseudo-
label refinement; The full model of COUPLE utilizes all
components.
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Fig. 6. Sensitivity analysis on γ and k.

We conducted ablation experiments using different variants,
as shown in Table III, using the Office-Home dataset. The
results lead to the following conclusions:
• The COUPLE (full model) is at the best performance

compared to its variants, demonstrating the importance
of each component.

• Comparing V2 to V1 reveals the effect of cross-domain
diffusion for select target domain data at different noise
levels. This observation also exists when comparing V4
to V3 and V6 to V5.

• Comparing V4 and V2 shows the role of pixel-level
Mixup. For different domains, the Mixup operation can
effectively achieve progressive domain alignment. Similar
observations can be made when comparing V3 and V1.

• The manifold-level mixup eliminates semantic-level
domain differences, enabling effective domain transfer.
These observations exist when comparing V6 to V2 and
V5 and V1.

• Manifold-level Mixup has a higher contribution, as seen
when comparing V6 to V4 or V5 to V2.

• The mean teacher variant (V7) shows moderate improve-
ment over the basic pseudo-labeling (V1). This demon-
strates that mean teacher is effective for noise reduction
in pseudo-labels, though not as powerful as our proposed
hierarchical domain alignment strategy.

• However, the full model, combining all approaches,
demonstrates superior performance, indicating the hier-
archical nature of domain differences.

D. Sensitivity Analysis

We investigate the proportion γ in Eq. 5 and random walk
length k in Eq. 18, as shown in Figure 6. The sensitivity
analysis is conducted on Office-Home dataset. We first exam-
ined the impact of the early adapter sample proportion (γ).
Figure 6 demonstrates that as γ increases from 30% to 50%,

Fig. 7. Stability analysis on Office-Home dataset.

overall accuracy improves, indicating that incorporating more
target domain knowledge enhances domain-adaptive hash code
learning. However, increasing γ from 50% to 70% leads to
decreased accuracy, suggesting that excessive target nodes
may introduce noise. An optimal γ value allows the model to
acquire maximal target domain knowledge without introducing
excessive noise. Secondly, we explored the impact of different
random walk path lengths k ranging from 2 to 10. The results
are illustrated in Figure 6. As k increases from 2 to 5, the
model performance gradually improves. However, when k
further increases to 10, a slight performance drop is observed.
This suggests that increasing the path length can effectively
establish progressive cross-domain connections, which also
verify our motivation. Nevertheless, excessively long paths
may lead to sampling more outliers, thereby affecting the
model’s generalization ability. Consequently, we set the default
γ to 50% and k to 5.

E. Speed Test

We conducted speed tests between COUPLE and dense
vector retrieval on an Intel Xeon CPU E5-2697 v4 (2.30GHz)
with a database of 105 items. We performed 103 runs and
report the average retrieval time (ms) in Table IV. The results
show that hash codes achieve significantly faster retrieval
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Fig. 8. The t-SNE visualization of 64-bit hash codes on Office-Home dataset (Ar → Re).

TABLE VI

PERFORMANCE COMPARISON OF DIFFERENT BACKBONES
ON VARIOUS DATASETS

speeds than dense vectors, demonstrating their efficiency for
large-scale retrieval tasks.

F. Stability Analysis

To evaluate the robustness of our method, we conducted
stability analysis across five random seeds on the Office-
Home dataset. As shown in Figure 7, COUPLE not only
achieves superior performance but also maintains consistent
results, with standard deviations typically below 2%. This
stability is particularly evident in challenging transfer tasks
like Re→Cl and Pr→Re, where COUPLE demonstrates both
higher accuracy and smaller error bars compared to baselines.

G. Performance Under Different Backbones

To investigate the impact of different backbones on retrieval
performance, we conducted experiments with three representa-
tive architectures: VGG-F, ResNet-34, and ViT-Base, as shown
in Table VI. COUPLE consistently outperforms baseline meth-
ods across all architectures, with ViT-Base achieving the best
performance.

H. Visualization

1) T-SNE Visualization: We utilize t-SNE visualization to
demonstrate the discriminative hash codes learned by COU-
PLE, IDEA, and DHLing. As shown in Figure 8, COUPLE
can effectively exploit the information capacity of hash codes

Fig. 9. The correlation heatmap of 16 bit hash codes on Office-31 dataset
(Am → Ds).

Fig. 10. The correlation heatmap of 16 bit hash codes on Office-31 dataset
(We → Am).

to learn more discriminative hash codes, thereby achieving
more effective image retrieval. The superior clustering effect
of our method can be attributed to two key design aspects: (1)
the cross-domain diffusion mechanism effectively filters out
noisy samples, leading to more reliable semantic structures,
and (2) the hierarchical Mixup strategy progressively aligns
domain distributions, resulting in more coherent feature rep-
resentations across domains.

2) Hash Code Correlation Analysis: To evaluate
COUPLE’s ability to learn hash codes with minimal
redundancy and maximize hash code capacity utilization,
we conducted an analysis using 16-bit hash codes on the
Office-31 dataset. Figure 9 and 10 illustrate the results, with
the heatmap representing correlations between different hash
bits. Our observations indicate that the proposed method
generates more independent hash bits, evidenced by lower
correlations between different hash positions. It suggests
COUPLE can effectively reduce redundancy in the learned
hash codes for effective retrieval.

3) Case Study: We conduct hash retrieval and illustrate the
top 5 retrieval results in Figure 11. COUPLE can achieve
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Fig. 11. Case study. Query the top 5 images on the Office-31 dataset.

higher accuracy in retrieval tasks, thus validating the effec-
tiveness of the proposed method and facilitating downstream
tasks based on retrieval.

V. CONCLUSION

This paper investigates a practical yet under-explored prob-
lem of adaptive hashing retrieval. We analyze the challenges
for the suboptimal performance of existing methods, i.e. noise
in the target domain and ineffectiveness of direct high-level
domain alignment. We introduce a novel method COUPLE
from the perspective of graph clustering. COUPLE simulate
the domain transfer dynamics by graph flow diffusion and can
effectively combat noise to extract reliable samples with lower
noise level in the target domain. Leveraging discriminative
hash learning, COUPLE can stable adapt to the target domain.
Moreover, COUPLE achieves progressive domain alignment
with hierarchical Mixup techniques along the cross-domain
random walk paths. Through comprehensive experiments in
domain adaptive hashing retrieval benchmark dataset with
the competing methods, we show the effectiveness of our
COUPLE. We also conduct visualization and speed test to
demonstrate the performance of COUPLE.

LIMITATIONS

The current COUPLE framework is primarily designed
for closed-set scenarios, which may limit its applicability in
open-set retrieval tasks where target domain contains novel
categories.

FUTURE WORK

Future work could explore extending the method to stream-
ing data scenarios, strengthening the theoretical foundations
of graph diffusion in domain adaptation, and investigating the
integration of foundation models for more robust cross-domain
hash code generation.
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